
1. Collect Reviews
• 3600 Amazon product reviews
• Collected March 2018

2. Manually Label Reviews
• Qualtrics Survey

• MTurk Participants

• Labeled Review Example

3. Extract Features from Reviews

Number of MTurk participants 200

Number of reviews labeled 3600

Number of reviews approved 3511

Average completion time 20 minutes

Compensation per participant $5 + $2 bonus
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Product Number of Reviews
Coffee maker 1258

Lamp 1170

Water filter pitcher 599

Showerhead 232

Paper towels 168

Paper plates 173
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Precision Recall F1

∆ 24% -3% 9%

Precision Recall F1
∆ 21% -5% 12%

Motivation

Results and Analysis

Online product reviews are a viable source for extracting customer 
preferences but are often unstructured and challenging for designers to gain 
value from [1]. Multiple studies from literature have shown the use of product 
reviews for extracting customer preferences [2-5]. This study proposes the use 
of machine learning techniques to identify sustainable content in product 
reviews. By extracting customer preferences related to sustainability, this 
could prove useful for designers in making sustainable products that are  
successful in online markets.

Methodology

Table 1: Number of product reviews

Figure 1: Scope of products

Feature Options
Cleaning Lowercase, remove stop words, remove punctuation, stemming

N-grams Unigrams, bigrams, trigrams

Part-of-speech tagging Unigrams, bigrams, trigrams

Global Vector (GloVe) Distance Distance between review and sustainability categories

Amazon Metadata Product, review rating, review word count

Normalizations Term frequency inverse document frequency (TF-IDF)

Figure 2: Sustainability Categories

Table 2: Sustainability training

Table 3: Survey participant metrics

4. Build a Classifier
• Logistic	Regression

• . / = 1 2 = 3456478

9:3456478

• ; <=, <9 = ∏@A9
B . C@ DE 1 − . C@
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• p	is	probability,		L	is	likelihood,	X	is	feature	set,	Y	is	class,	β are	fitting	parameters

5. Evaluate the Classifier
• Split reviews into training and test sets (85%/15%)
• Evaluate using precision ( WXYY3WZ [Y3\@WZ@XB]

B^_`3Y Xa [Y3\@WZ@XB]
), recall ( WXYY3WZ [Y3\@WZ@XB]

ZXZcd B^_`3Y Xa Y3e@3f]
), and F1 (mean score)

Table 5: Feature Set

Figure 2: Feature scores for social

Table 6: Percent increase over baseline

Figure 4: Optimal scores for social

Figure 3: Feature scores for environmental

Figure 5: Optimal scores for environmental
Table 7: Percent increase over baseline
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Review Society Environment Economics
Absolutely beautiful design, great output, low energy use. Not relevant Leans positive Not relevant

Table 4: Example of a labeled review by MTurks
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Conclusions
• Results show potential for modeling social and environmental sustainability 

in product reviews using machine learning techniques
• High precision was achieved for social and environmental sustainability (80-

90%) while recall remained insensitive to additional features at 60%
• Baseline was outperformed by up to 24% in terms of precision, with review 

normalizations providing the most significant improvements

• Modify the labeling procedure to reduce noise and add product attribute / 
customer sentiment information

• Enhance feature sets to improve recall scores
• Identify important product attributes for consumers related to sustainability
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